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Abstract

A general model for predicting the localized corrosion repassivation potential of alloys in

multicomponent electrolyte solutions is described. The model assumes that the status of

localized corrosion is determined by competitive processes at the metal–salt film–solution

interfaces leading to either metal salt or oxide formation. The model successfully predicts the

observed effects of aggressive species, such as chloride and bromide, inhibiting species, such as

nitrate, and non-aggressive species, such as acetate, for a number of Fe–Ni–Cr–Mo alloys.

Furthermore, the model accurately predicts the effect of nitrate in a three-component system

of chloride + nitrate + acetate, based only on parameters regressed for the constituent binary

systems.
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1. Introduction

Localized corrosion is an important limiting factor in the performance of

equipment used in the process industry. However, predicting the occurrence of

localized corrosion in chemical process streams has been essentially based on

empirical approaches. Manufacturers of alloys often rely on accelerated tests, which

are convenient for ranking alloys, but not useful in predicting the performance of a
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given alloy in an environment. Coupon tests in simulated laboratory environments

along with prior experience in related processes provide an alternate approach to

specifying an alloy for a new process. However, seemingly minor factors such as

impurities arising from the corrosion of other process components and heat transfer

and flow effects can influence the corrosion behavior significantly. Pilot plant studies

of new processes can also provide insights into materials selection. However, a re-
duced timeframe for implementing process changes or bringing new products to

market often precludes pilot plant studies [1]. Therefore, predicting the performance

of materials in process environments without process-specific corrosion tests can lead

to significant cost savings to the industry. Furthermore, narrowing the list of alloys

for testing through ‘‘computer experiments’’ enables in-depth laboratory studies of

the effects of process parameters on corrosion.

Predicting localized corrosion based only on the knowledge of process parameters

has been considered an impossible task until recently. However, advances in the
understanding of parameters governing localized corrosion and the ability to cal-

culate these parameters on the basis of thermophysical and electrochemical princi-

ples can open new possibilities for assessing the performance of an alloy once the

process parameters are known. It must be emphasized that experimental and plant

corrosion data are still the best guides for performance prediction, but predictive

models can provide guidelines for process modifications or materials selection. The

aim of this paper is to describe such a predictive model and provide some initial

results for its validation. A future paper will show results of plant tests to further
validate the model.

Localized corrosion occurs when the corrosion potential of an alloy in a given

environment exceeds a critical potential [2]. While this concept is well accepted, what

constitutes a critical potential is still debated. In the approach described in this

paper, the repassivation potential is used as the critical potential for localized cor-

rosion. The repassivation potential (also called protection potential) is the potential

at which a stably growing pit or crevice corrosion will cease to grow. The use of

repassivation potential is generally criticized on the basis of two lines of argument:
(1) the measured repassivation potential decreases with an increase in pit depth and,

because of this, the repassivation potential measured on shallow pits or by a rela-

tively rapid scan rate cyclic potentiodynamic polarization (CPP) test may not be

sufficiently conservative [3,4] and (2) the repassivation potential measured on deep

pits may be too low and therefore unnecessarily conservative for predicting the

occurrence of localized corrosion.

Pit or crevice corrosion depth can affect the repassivation potential through ohmic

potential drop in the pit electrolyte and the current required to maintain an
aggressive electrolyte in the pit for sustaining pit growth. The ohmic potential drop

in the pit solution increases with pit depth, but the current density required to

maintain an aggressive pit electrolyte decreases. The ohmic potential drop contri-

bution to the effect of pit depth on the repassivation potential is negligible because

the current density at repassivation is low. Furthermore, a significant contribution to

the ohmic potential drop occurs within the salt film, the thickness of which is not

sensitive to pit depth. There is general agreement in the literature that there is a
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critical product of current density and pit depth (i � x) for sustaining an aggressive pit

electrolyte. Thus, one could argue that for a one-dimensional pit,
Eext
rp ¼ Eint

rp þ
Z

i � qdx ð1Þ
where Eext
rp , Eint

rp are the externally measured repassivation potential and the potential
at the bottom of the pit, respectively and q is the pit electrolyte resistivity. Assuming

that the dependence of q on distance into the pit is negligible and considering i � x to

be a constant for sustaining a pit,
Eext
rp ¼ Eint

rp þ A lnðxÞ ð2Þ
indicating a logarithmic dependence of the repassivation potential on pit depth.

While the above model would predict a decreased sensitivity for deep pits, it would

not predict a repassivation potential that is independent of pit depth for deep pits.

However, Eq. (1) is a simplification of the spatial variation of potential in a pit or

crevice because it considers ionic transport as the only contributor to potential

distribution inside the pit. In the absence of hydrodynamic effects, the well-known

mass conservation equation can be written for each species as [5]
o

ot
ðCjÞ þ r � ðJd

j þ J e
j Þ ¼ �

X
k

mejkI
e
k �

X
m

mejmI
e
m �

X
m

mjmIj ð3Þ
where the ms are the stoichiometric coefficients, Jd
j and J e

j refer to the diffusional and

electromigration fluxes for the jth species, respectively, Iek and Iem refer to the elec-

trochemical reaction rates of jth species within the pit electrolyte and across the

metal surface, respectively, and Ij is the non-electrochemical reaction rate. Multi-

plying each term by zjF , where z is the charge of each species and F is the Faraday

constant, and invoking charge neutrality (
P

j zjCj ¼ 0) yields
F
X
j

zjr � ðJd
j þ J e

j Þ ¼ �F
X
k

zekI
e
k � F

X
m

zemI
e
m ð4Þ
Note that in Eq. (4), the right-hand side involves only electrochemical reaction rates
multiplied by the net charge involved in each reaction. The diffusion flux is in turn

given by
Jd
j ¼ �r � ðDjCjÞ ð5Þ
and the electromigration flux by
J e
j ¼ �DjCjzj

F
RT

r � U ð6Þ
where U is the potential in the solution and is related to the potential between

solution–metal interface. Since id ¼ F
P

zjJd
j and ie ¼ F

P
zjJ e

j , Eq. (4) can be

written as
itotal ¼ id þ ie ¼
X
k

jkðUÞ ð7Þ
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where jkðUÞ denotes the reaction flux that is dependent on the potential across the

metal–solution interface at any location. From Eq. (6), i.e., the relationship between

the migrational current density, ie ¼ F
P

zjJ e
j and the solution potential gradient, the

relationship between the flux of ions from metal dissolution reactions and the po-

tential gradient can be derived as
Fig. 1

attainm

Ref. [1

combin
�jrU ¼
X
k

jkðUÞ � id ð8Þ
where j can be considered to be related to the conductivity of the solution. Loga-

rithmic dependence of potential on pit distance can be expected if the diffusion
current is ignored, k ¼ 1 and jkðUÞ is an exponential function (cf. Eq. (33)). For

systems with more than one electrochemical reaction and where diffusion current

cannot be ignored, an analytical solution for Eq. (8) cannot be obtained. Thus,

experimental determination of the dependence of repassivation potential on pit

depth is used as guidance to advance predictive modeling.

Experiments conducted by a number of investigators have shown that the re-

passivation potential becomes insensitive to pit or crevice depth for deep pits. This is

illustrated in Fig. 1, which is a composite result of a number of alloy–environment
combinations. The repassivation potential attains a lower-bound value as the pit or
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crevice depth increases (higher charge density). Indeed, as shown in Fig. 1, the ori-

ginal concern that short-term tests may produce a non-conservative predictive

parameter [3,4] arose because the experiments used low charge density (shallow pits)

and did not consider crevice corrosion. The lack of sensitivity of repassivation po-

tential to pit depths for deep pits has been further demonstrated by Frankel et al. [6]

for Al thin films, by Buzza and Alkire [7] for bulk Al, and for bulk Ni-base alloys by
Kehler et al. [8].

The degree of conservatism of repassivation potential may be addressed by

considering the kinetics of repassivation. This is illustrated for a Ni-base alloy, alloy

825, in Fig. 2. Two different groups of specimens are shown in Fig. 2. These two

groups are created by holding the crevice sample at high potentials for different

lengths of time to achieve different pit depths. The measured pit depths at the end of

the tests are perpendicular to crevice surfaces. As the potential increases, the time for

repassivation also increases and beyond a certain potential, repassivation did not
occur within the experimental time. The repassivation time depended on pit depth

because the time for transport of species in and out of the pits increased with

increasing pit depth. If the final pit or crevice depth is maintained at a constant

value, then slower scan rates lead to an increase in repassivation potential. Indeed,

under these test conditions, rapid scan rates lead to an excessively conservative

estimate of the repassivation potential. On the other hand, under potentiostatic

conditions, the time required to initiate pitting and crevice corrosion increases when
Fig. 2. Effect of applied potential on the time to initiate stable pitting or crevice corrosion and on the time

to repassivate stable crevice corrosion. For repassivation, two different populations of crevice depths

(depth of corrosion perpendicular to the crevice surface) were considered by growing the corrosion for

different time periods prior to repassivation.



1588 A. Anderko et al. / Corrosion Science 46 (2004) 1583–1612
the potential is decreased towards the repassivation potential (Fig. 2). Thus, if a

specimen is held over long periods of time at fixed potentials, the initiation and

repassivation occur within the same range of potentials that is a predictor of the

long-term occurrence of localized corrosion [9]. The coincidence of pit initiation and

repassivation potentials has also been observed in other alloy systems, notably zir-

conium [10].
In a previous paper [11], repassivation potential obtained through a multiple

regression analysis of statistically designed experiments was used to predict the

performance of alloys in natural seawater. This approach is not feasible for pre-

dicting the repassivation potential in chemical process environments because of the

need to generate data covering a large matrix of environmental species. Further-

more, the multiple regression method would make it cumbersome to add new species

to an existing matrix of experiments. Therefore, a new mechanistic model, inspired

by the work of Okada [12,13], was developed through which a smaller data set can be
used to predict the repassivation potentials in a wide range of environments. The

predicted repassivation potentials were compared to laboratory data for a number of

combinations of solutions.
2. Experimental approach

The design of the experimental cell and electrodes has been described previously

[9,14,15]. The crevice corrosion repassivation potential (Ercrev) was measured using

specimens fitted with an artificial crevice. In this paper, Ercrev and the pitting re-

passivation potential (Erp) are used interchangeably because, for deep pits, they were

found to be equivalent [9,14]. Crevices were created on 3-mm thick (0.125 in.) sheet
samples by clamping serrated polytetrafluoroethylene (PTFE) washers (12 teeth per

side) using alloy C-276 (UNS N10276) bolts isolated through PTFE sleeves and an

initial torque of 0.14 Nm (20 in. oz.). The samples were held potentiostatically at a

more positive potential such that the current density increased with time at this

potential, which was indicative of localized corrosion growth. Holding the potential

at too high a value can lead to large currents, which are essentially constant with

time [11]. In these cases, no localized corrosion is observed, the currents being

indicative of transpassive dissolution and water breakdown [11]. After a fixed charge
density is passed at the high potentials, the potential is lowered at a slow scan rate of

0.167 mV/s. The repassivation potentials were defined as the potentials at which the

current density corresponded to 10�2 A/m2. The choice of the current density is

arbitrary, and for most systems, does not result in significant discrepancy in Ercrev

because the current decreases rapidly with potential in this regime. As mentioned

previously, at rapid backward scan rates, the repassivation potential is low and is too

conservative for long-term prediction. At slow scan rates (less than 0.167 mV/s), the

repassivation potential shows significant scatter [17]. The scan rate used above
provided a good compromise between reproducibility and excessive conservatism

[17]. For tests at or below 95 �C, tests were conducted in glass kettles [14]. Tests

above this temperature were conducted in PTFE-lined stainless steel autoclaves



Table 1

Nominal compositions of the alloys investigated

Alloy UNS No. Nominal composition, wt.%

Ni Fe Cr Mo C Others

316 L SS S31603 10 Bal. 17 2.5 0.03 max.

254SMOa S31254 18 Bal. 20 6.1 0.02 max. N¼ 0.2,

Cu¼ 0.7

Alloy 825 N08825 42 29 21.5 3 0.05 max Cu¼ 2.0

C-22b N06022 56 3 22 13 0.01 max W¼ 3.0

aRegistered Trademark of AvestaPolarit.
bRegistered Trademark of Haynes International.
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using an internal Ag/AgCl reference electrode. Validation of the model was per-

formed both in the laboratory environments and in a plant that carried a brine

environment. Only the laboratory results will be discussed in this paper. Laboratory
validation was performed on UNS S31603 (type 316 L stainless steel), UNS S31254

(alloy 254SMO), and UNS N06022 (alloy 22). The compositions of the alloys are

given in Table 1. The model predictions are also compared to experimental results

reported in the literature.
3. Computational model

As outlined above, localized corrosion can be predicted to occur over the long-

term when the corrosion potential exceeds the repassivation potential at the condi-

tions of interest. Thus, a predictive computational model must calculate both the
corrosion and repassivation potentials as functions of environmental conditions. In

our previous papers, a comprehensive general corrosion model was developed for the

computation of the corrosion potential as well as general corrosion rates as a

function of solution chemistry, temperature and flow conditions [18–21]. In the

present work, we discuss a model for calculating the repassivation potential as a

function of environmental conditions.

The concentration dependence of the pitting potential has been extensively

studied in the literature. Several theories have been developed to relate the pitting
potential to the activity of an aggressive solution species [2]. However, considerably

less attention has been devoted to the concentration dependence of the repassivation

potential. In this study, we adopt the conceptual approach developed by Okada [13]

for the repassivation of a stable pit. Okada [13] assumed that a metal halide salt layer

is present at the interface between the metal and pit solution in a stably growing pit.

High metal dissolution rate and electromigration of halides are necessary to main-

tain the halide layer. Okada conceptualized that nuclei of metal oxide are formed

within this halide layer as the potential approaches the repassivation potential. The
dissolution rate of the metal through the oxide nucleus is assumed to be much slower

than through the halide layer. Thus, as the potential approaches the repassivation

potential, the oxide nucleus grows at the expense of the halide layer, which further
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reduces the kinetics of metal dissolution and stabilizes the oxide layer. This con-

ceptual model is consistent with experimental observations of salt film formation at

the bottom of active pits and the need to reduce the solution concentration in contact

with the growing pit interface to a critical percentage of saturation concentration

with respect to metal chloride salt so that repassivation could occur [22]. Okada [13]

used techniques of irreversible thermodynamics to derive conditions under which a
metal oxide layer becomes stable in the process of repassivation at the interface

between a metal and a metal halide. Okada’s derivation yields a linear dependence of

the repassivation potential on the activity of an aggressive ion X, i.e.,
Fig. 3

metal;
Erp ¼ aþ b ln aX� ð9Þ
This function is analogous to that obtained by various authors for the pitting po-

tential. However, Eq. (9) is clearly incapable of reproducing the complex dependence

of the repassivation potential on the concentration of aggressive ions. In particular,

it does not reproduce the two distinct slopes of the repassivation potential depen-

dence on the logarithm of the activity of chlorides [9,17]. Also, it cannot explain the

drastic changes in the repassivation potential as inhibiting species are added to the

system [17]. Therefore, it is necessary to develop a more comprehensive functional

relationship that could relate the repassivation potential to the solution chemistry in
a more realistic way.

For this purpose, we consider a system that consists of the phases illustrated in

Fig. 3. In this system, the metal M undergoes dissolution underneath a layer of a

non-protective hydrous halide MX of thickness l. This thickness is assumed to be

much smaller than the size of the pit so that the system can be regarded as one-

dimensional. The MX phase dissolves in the solution within a boundary layer of

thickness D. In the process of repassivation, a thin layer of oxide may form at the

interface between the metal and the hydrous metal halide. We assume that, at a given
instant, the oxide layer covers a certain fraction of the metal surface. This surface

coverage fraction is denoted by hox. This physical scheme is similar to that proposed

by Okada [12,13], but it introduces the additional concept of the partial coverage
. Schematic summary of the phases and interfaces considered in the derivation of the model (M––

MX––metal halide; MO––metal oxide; the numbers indicate the interfaces between the phases).
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fraction by the metal oxide monolayer. The measurable potential drop across the

interface can be then expressed as a sum of four contributions, i.e.,
E ¼ DUM=MXð1; 2Þ þ DUMXð2; 3Þ þ DUMX=Sð3; 4Þ þ DUSð4; 5Þ ð10Þ
where DUM=MXð1; 2Þ is the potential difference at the interface between the metal and

metal halide, which may be influenced by the partial coverage by the metal oxide,

DMXð2; 3Þ is the potential drop across the hydrous halide layer, DUMX=Sð3; 4Þ is the

potential difference across the metal halide/solution interface and DUSð4; 5Þ is the

potential drop across the boundary layer within the solution. The numbers in

parentheses denote the interfaces as depicted in Fig. 3.

At the metal/metal halide interface, the total current density can be expressed as a
sum of the contributions of an active dissolution current, which leads to the for-

mation of metal ions, and a current that leads to the formation of the oxide. These

two contributions to the current are denoted by i1 and i2, respectively. They are both

functions of DUM=MXð1; 2Þ. Taking into account that the fraction of the surface

covered by the oxide layer is hox, the total current density across the (1,2) interface is

expressed as
i ¼ ½i1ðDUM=MXð1; 2ÞÞ þ i2ðDUM=MXð1; 2Þ	ð1� hoxÞ ð11Þ
The change of the oxide coverage fraction results from the competition between

the formation of the oxide and its dissolution. Since the rate of formation of the

oxide is proportional to (1� hox) and the rate of oxide dissolution is proportional to

hox, we have
ohox

ot
¼ ci2ðDUM=MXð1; 2ÞÞð1� hoxÞ � khox ð12Þ
Solving Eq. (12) in the steady-state limit (i.e., ohox=ot ! 0 as t ! 1) and substi-

tuting the result into Eq. (11), we obtain a relationship between the measurable

current density and the potential difference DUM=MXð1; 2Þ:
i ¼ i1ðDUM=MXð1; 2ÞÞ þ i2ðDUM=MXð1; 2ÞÞ

1þ ci2ðDUM=MXð1; 2ÞÞ
k

¼ i1ðDUM=MXð1; 2ÞÞ þ i2ðDUM=MXð1; 2ÞÞ

1þ i2ðDUM=MXð1; 2ÞÞ
ip

ð13Þ
where the ratio k=c constitutes the passive current density ip.
To obtain a relationship between the current density and the potential drop across

the hydrous halide layer, DUMXð2; 3Þ, we use a simplified expression for the flux of

species through the halide layer, which was derived by Okada [13] using non-equi-

librium thermodynamics:
J 0
j ¼ n0j v

0
jD~l0

j ð14Þ
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where n0j is the mean concentration of species in the hydrous halide, v0j is the mean

mobility of species j per unit force and D~l0
j is the gradient of the electrochemical

potential, which is given by
D~l0
j ¼

ljð2Þ � ljð3Þ
l

þ zjFDUMXð2; 3Þ
l

ð15Þ
where ljð2Þ and ljð3Þ are the chemical potentials of species j within the hydrous
halide at the interfaces with the metal and the solution, respectively. In the particular

case of metal ions M, the steady-state flux J 0
M is determined by the combined effect of

the current that results in the formation of metal ions and the flux that results from

the dissolution of the metal oxide. The current that results in the formation of metal

ions is i1ð1� hoxÞ. The current that results from the dissolution of the oxide is equal

to iphox. From Eq. (12), we obtain iphox ¼ ðk=cÞhox ¼ i2ð1� hoxÞ as ohox=ot ! 0.

Thus, the flux of metal ions is given by
J 0
i ¼

i1ð1� hoxÞ þ iphox

zMF
¼ i1ð1� hoxÞ þ i2ð1� hoxÞ

zMF
¼ i

zMF
ð16Þ
where i is given by Eq. (13). By applying Eqs. (14) and (15) to metal ions (i.e., for

j ¼ M) and utilizing Eq. (16), we obtain a relationship between the potential drop
across the metal halide layer and the steady-state current density:
DUMXð2; 3Þ ¼
il

z2MF 2n0M v0M
� lMð2Þ � lMð3Þ

zMF
ð17Þ
At the metal halide/solution interface (3,4), we can assume equilibrium between

the formation and dissolution of the metal halide. Hence,
~ljð3Þ ¼ ~ljð4Þ ð18Þ
Since ~lj ¼ lj þ zjFU, a rearrangement of Eq. (18) for j ¼ M yields a relationship
for the potential drop across the metal halide/solution interface:
DUMX=Sð3; 4Þ ¼
lMð4Þ � lMð3Þ

zMF
ð19Þ
For the flux of species through the solution boundary layer (4,5), we use the sim-

plified expression that was obtained by Okada [13] from non-equilibrium thermo-

dynamics:
J 00
j ¼ C00

j v
00
jD~l00

j ð20Þ
where C00
j is the mean concentration of species j, v00j is the mean mobility and the

gradient of the electrochemical potential D~l00
j is given by
D~l00
j ¼

ljð4Þ � ljð5Þ
D

þ zjFDUSð4; 5Þ
D

ð21Þ
Since the flux of metal ions in the steady state is given by
J 00
M ¼ i

zMF
; ð22Þ
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the potential drop across the boundary layer can be obtained from Eqs. (20) and (21)

with j ¼ M and Eq. (22) as
DUSð4; 5Þ ¼
iD

z2MF 2C00
M v00M

� lMð4Þ � lMð5Þ
zMF

ð23Þ
By substituting Eqs. (17), (19) and (23) into Eq. (10), we obtain the following

expression for the potential:
E ¼ DUM=MXð1; 2Þ þ
i

z2MF 2

l

n0M v0M

"
þ D

C00
M v00M

#
þ lMð5Þ � lMð2Þ

zMF
ð24Þ
It should be noted here that the thickness of the salt film l adjusts to accommodate

the potential. In principle, a mathematical analysis of the conditions that lead to a

stable film thickness can be performed by minimizing the entropy production as the

system tends towards the steady state. Okada [13] developed such conditions for the

thickness of the passive film formed during repassivation. Similar methodology can

be applied to the thickness of the salt film. However, this would be beyond the scope

of this paper.
In Eq. (24), the quantity in brackets is approximately constant for a given system

and will be denoted by K. Since the chemical potential of the metal is related to the

metal activity by lM ¼ l0
M þ RT ln aM, Eq. (16) can be rewritten as
E ¼ DUM=MXð1; 2Þ þ
Ki

z2MF 2
þ RT
zMF

ln
aMð5Þ
aMð2Þ

ð25Þ
In the next step, we consider the relationship between the activities of electro-

chemically active species (e.g., halide ions) at the metal surface (2) and the potential

drop between the metal surface (2) and the bulk solution (5). The flux of active

species through the hydrous halide can be calculated from Eqs. (14) and (15).

Similarly, Eq. (18) holds for the active species and their flux through the boundary

layer can be represented by Eqs. (20) and (21). Thus, the potential drop between (2)
and (5) can be related to the chemical potentials of the active species at the metal

surface (2) and in the bulk of the solution by
DUMXð2; 3Þ þ DUMX=Sð3; 4Þ þ DUSð4; 5Þ ¼
J 0
jl

zjF n0j v
0
j

þ
J 00
j D

zjF C00
j v

00
j

þ
ljð5Þ � ljð2Þ

zjF

ð26Þ
where J 0
j and J 00

j are the fluxes of the active species j through the metal halide and the

solution boundary layer, respectively. Using activities rather than chemical poten-

tials for the species j and considering that the potential drop between (2) and (5) is
also given by the last two terms of Eq. (25), we obtain a relationship for the activity

of the reactive ions at the metal surface:
RT
zjF

ln
ajð5Þ
ajð2Þ

¼ Ki
z2MF 2

þ RT
zMF

ln
aMð5Þ
aMð2Þ

�
J 0
jl

zjF n0j v
0
j

�
J 00
j D

zjF C00
j v

00
j

ð27Þ
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Thus, the state of the system is described by three relationships, i.e., (i) Eq. (25),

which determines the measurable potential; (ii) Eq. (13), which provides an expres-

sion for the total current density and (iii) Eq. (27), which relates the activities of the

reactive species at the metal interface and in the bulk solution.

On the basis of these relationships, we can now consider the limiting behavior of

the system as repassivation is approached. In experiments, the repassivation po-
tential is typically defined when the current density reaches a certain small value

i ¼ irp (e.g., irp ¼ 10�2 A/m2). Then, the term Ki=z2MF
2 becomes equal to a certain

constant value Kirp=z2MF
2. Also, as repassivation is reached, the activity of the metal

ions at the metal surface, aMð2Þ, becomes lower and close to the value resulting from

passive dissolution, which is a constant at fixed external conditions. Assuming that

the activity of metal ions in the bulk solution is equal to some small, fixed value

(which is typically the case in most experiments and practical applications), the term
RT
zMF ln aMð5Þ

aMð2Þ becomes a constant. Then, Eq. (25) can be rewritten for the special case of

the repassivation potential (E ¼ Erp) as
Erp ¼ DUM=MXð1; 2Þ þ K1 ð28Þ
where K1 is a constant. In Eq. (27), the fluxes of the active species become very small

at the stage of repassivation and become comparable to the flux of the metal that

results from passive dissolution [10]. Then, Eq. (27) can be simplified as
RT
zjF

ln
ajð5Þ
ajð2Þ


 K2 ð29Þ
Eq. (29) yields a simple relationship between ajð5Þ and ajð2Þ, i.e.,
ajð5Þ
ajð2Þ


 exp
zjFK2

RT

� �
¼ K3 ð30Þ
These limiting functions will be later shown to be useful for deriving a closed-form

expression for the repassivation potential.

In the next step, we develop relationships between the current densities i1 and i2
(cf. Eq. (13)) and the solution chemistry. In general, we consider a system in which

multiple electrochemically active (either aggressive or inhibitive) species may be
present. To take into account multiple solution species, we consider competitive

adsorption of species at the metal surface (2), i.e.,
�MþXðjÞ ¼�MXðjÞ ð31Þ
The adsorption is characterized by the partial surface coverage fractions hjð2Þ,
which are related to the activities of the species at the metal surface ajð2Þ. The

adsorption is followed by the dissolution of the adsorbed complex:
�MXðjÞ ! Mzþ þXðjÞ þ ze� ð32Þ
The current density that is associated with the dissolution of the jth complex in

the active state can be expressed by the following expression (cf. [23]):
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i1;j ¼ k0jðhjð2ÞÞnj exp
ajFDUM=MXð1; 2Þ

RT

� �
ð33Þ
where nj is the reaction order with respect to species j. The current density for the

active dissolution of multiple complexes is given by the sum of the contributions

given by Eq. (33), i.e.,
i1 ¼
X
j

k0jðhjð2ÞÞnj exp
ajFDUM=MXð1; 2Þ

RT

� �
ð34Þ
At repassivation, the potential difference DUM=MXð1; 2Þ is related to the repassi-

vation potential by Eq. (28). Then, Eq. (34) takes a limiting form, i.e.,
i1 ¼
X
j

k0jðhjð2ÞÞnj exp
ajF ðErp � K1Þ

RT

� �
¼
X
j

k00j ðhjð2ÞÞnj exp
ajFErp

RT

� �
ð35Þ
The current density that leads to the formation of an oxide layer (i.e., i2 in Eq.

(13)) also results from the adsorption of species at the metal surface. However, the
species that are responsible for the formation of the oxide are different from those

that facilitate active dissolution. As pointed out by Okada [13], a reaction of water

molecules with the metal surface is a prerequisite for repassivation. In addition to

water molecules, various inhibitive species may adsorb at the metal surface and

promote the formation of an oxide. Thus, the current density i2 can be represented

by an equation that is formally analogous to Eq. (33) and, hence, also to Eq. (35) in

its mathematical form, i.e.,
i2 ¼
X
j

l0jðhjð2ÞÞnj exp
njFDUM=MXð1; 2Þ

RT

� �

¼
X
j

l00j ðhjð2ÞÞnj exp
njFErp

RT

� �
ð36Þ
where nj denotes the electrochemical transfer coefficient for a reaction mediated by

an inhibitive species. However, the summation in Eq. (36) is performed over different

species than those in Eq. (35). Specifically, water is the first species in Eq. (36) since it

contributes to the formation of the oxide. The remaining species in Eq. (36) are

inhibiting species such as nitrates, chromates, etc.
To relate the surface coverage fractions hjð2Þ to the solution chemistry, it is

necessary to use an adsorption isotherm. To a first approximation, the surface

coverage fraction can be expressed using a Langmuir model, i.e.,
hjð2Þ ¼
r0jajð2Þ

1þ
P

k r
0
kakð2Þ

ð37Þ
Since, at the repassivation potential, the activity of the species j at the metal surface

(2) is related to the activity in the bulk solution (5) by Eq. (30), we have



1596 A. Anderko et al. / Corrosion Science 46 (2004) 1583–1612
hjð2Þ ¼
r0j
ajð5Þ
K2

1þ
P

k r
0
k

akð5Þ
K2

¼ rjajð5Þ
1þ

P
k rkakð5Þ

ð38Þ
where the coefficient rj is a scaled adsorption constant. In the limit of repassivation,

Eq. (13) for the total current density becomes
irp ¼
i1ðErpÞ þ i2ðErpÞ

1þ i2ðErpÞ
ip

ð39Þ
where irp is the value of the current density at which the repassivation potential is

measured and the contributions i1ðErpÞ and i2ðErpÞ are given by Eqs. (35) and (36),

respectively. The contributions i1ðErpÞ and i2ðErpÞ can be calculated using the partial
coverage fractions obtained from Eq. (38).

Substitution of Eqs. (35) and (36) into Eq. (39) yields an equation that can be

solved numerically to obtain the value of the repassivation potential:
1þ
X
j

irp
ip

�"
� 1

�
l00j
irp

#
hnj
j exp

njFErp

RT

� �
¼
X
j

k00j
irp

hnj
j exp

ajFErp

RT

� �
ð40Þ
where the symbol hj is used instead of hjð2Þ for simplicity. The summation on the

left-hand side of Eq. (40) is performed over water and inhibitive species whereas the

sum on the right-hand side is calculated over the aggressive species. In Appendix A,

simplified forms of Eq. (40) are given for three practically important special cases,

i.e. for a metal in contact with (i) one aggressive species (e.g., chloride) in an aqueous

solution; (ii) two aggressive species (e.g., chloride and bromide) and (iii) an

aggressive and an inhibitive species (e.g., chloride and nitrate).
3.1. Repassivation model in the absence of a halide layer

The relationships described above have been derived for a repassivation process

that occurs beneath a salt film. However, the presence of a salt film is not a limiting
factor that determines the applicability of the model. Essentially the same final

expressions can be derived when the environment within the pit or crevice is con-

centrated, but not necessarily at saturation. This is important in view of the fact that

experimentally determined critical solution concentrations are often close to, but less

than saturation. To arrive at a special case of the model for unsaturated halide

environments, we notice that Eq. (10) reduces in this case to
E ¼ DUM=MXð1; 2Þ þ DUSð2; 5Þ ð41Þ
The potential drop across the boundary layer (DUSð2; 5Þ) is then given by Eq. (23).

Thus, Eq. (41) becomes
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E ¼ DUM=MXð1; 2Þ þ
i

z2MF 2

D

C00
M v00M

" #
þ lMð5Þ � lMð2Þ

zMF
ð42Þ
which is analogous to Eq. (24). Eq. (42) is further transformed by noticing that the

quantity in brackets is approximately constant and utilizing a relationship between

the chemical potential and activity:
E ¼ DUM=MXð1; 2Þ þ
Li

z2MF 2
þ RT
zMF

ln
aMð5Þ
aMð2Þ

ð43Þ
Eq. (43) is identical to Eq. (25) except for the constant L, which has replaced K.

Further, the relationship between the potential drop across the boundary layer and

the chemical potentials of active species (Eq. (26)) becomes
DUSð2; 5Þ ¼
J 00
j D

zjF C00
j v

00
j

þ
ljð5Þ � ljð2Þ

zjF
ð44Þ
which yields a relationship for the activity of reactive ions at the metal surface:
RT
zjF

ln
ajð5Þ
ajð2Þ

¼ Li
z2MF 2

þ RT
zMF

ln
aMð5Þ
aMð2Þ

�
J 00
j D

zjF C00
j v

00
j

ð45Þ
Eq. (45) is analogous to Eq. (27). In the limit of repassivation, the two limiting
conditions become then
Erp ¼ DUM=MXð1; 2Þ þ L1 ð46Þ

RT
zjF

ln
ajð5Þ
ajð2Þ


 L2 ð47Þ
The conditions (46) and (47) are analogous to Eqs. (28) and (29) except for different
values of the constants (L1 and L2). Further derivation (Eqs. (31)–(40)) remains the

same. Thus, the functional form of the final model equation (Eq. (40)) remains the

same and the different values of the constants (L1 and L2) are absorbed in the values

of the kinetic parameters (l00j and k00j ).

3.2. Practical implementation of the model

As seen in Eq. (40), some of the model parameters can be conveniently grouped to
reduce the number of adjustable parameters. In addition, we can make two simpli-

fying assumptions, i.e., the electrochemical transfer coefficients for aggressive species

(ai) can be assumed to be equal to one and the reaction orders for the effects of

inhibiting species (nj) can be assigned a default value of one. With these simplifi-

cations, Eq. (40) contains the following parameters:

(1) Scaled rate constant for aggressive ions, which can be expressed using a scaled

Gibbs energy of activation Dg 6¼A;j:
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kj ¼
k00j
irp

¼ exp

 
�

Dg 6¼A;j
RT

!
ð48Þ
(2) Scaled rate constant for inhibitive species, which is also expressed using a scaled

Gibbs energy of activation Dg 6¼I ;j:
irp
ip

�
� 1

�
l00j
c
¼ exp

 
�

Dg 6¼I ;j
RT

!
ð49Þ
(3) Reaction order with respect to aggressive ions, nj.
(4) Electrochemical transfer coefficients for the inhibitive species, nj.

(5) Scaled Gibbs energy of adsorption DGads;i, which defines the adsorption coeffi-

cient in Eq. (38):
rj ¼ exp

�
� DGads;j

RT

�
ð50Þ
However, the latter property can be assigned a common default value for almost
all species, including halide ions, and needs to be adjusted only for the metal/species

combinations that show very strong specific effects.

The scaled Gibbs energies of activation may be further related to temperature as
Dg 6¼A;j
T

¼
Dg 6¼A;jðTrefÞ

Tref

þ Dh 6¼A;j
1

T

�
� 1

Tref

�
ð51Þ
and
Dg 6¼I;j
T

¼
Dg 6¼I;jðTrefÞ

Tref

þ Dh 6¼I;j
1

T

�
� 1

Tref

�
ð52Þ
Table 2 summarizes the parameters of the model. Also, it shows which parameters

are relevant for aggressive and inhibitive species and need to be determined from

experimental data.
4. Results and discussion

The primary advantage of using a computational model lies in being able to

predict the behavior of multicomponent systems based on experimental information

for simpler systems that contain a limited number of electrochemically active species.

The model developed in this study is of a semi-empirical nature, i.e., it requires the

use of certain parameters that can be obtained only from experimental data. Such

parameters should be determined from data for simple systems that contain one or
two active anions. Then, if the model is physically sound, the same parameters will

be applicable to multicomponent systems. Therefore, to verify the model, we apply

it to



Table 2

Parameters of the repassivation potential model and their values for type 316 L stainless steel in contact with H2O, selected aggressive species (Cl� and Br�)

and selected inhibitive species (OH� and NO�
3 )

Parameter Physical meaning Values for selected species Units

H2O Cl� Br� OH� NO�
3

Dg 6¼A;jðTref Þ Gibbs energy of activation for dis-

solution reaction mediated by

adsorption of aggressive species at

reference T (298.15 K)

Not applicable )10.92 1.29 Not applicable Not applicable kJ/mol

Dh6¼A;j Enthalpy of activation for dissolu-

tion reaction mediated by adsorp-

tion of aggressive species

Not applicable 0.040 0a Not applicable Not applicable kJ/mol

nA;j Reaction order with respect to

aggressive ions

Not applicable 1.46 1.46 Not applicable Not applicable

Dg 6¼I ;jðTref Þ Gibbs energy of activation for the

formation of oxide mediated by the

adsorption of inhibitive species at

reference T

19.31 Not

applicable

Not

applicable

)3.96 4.67 kJ/mol

Dh6¼I ;j Enthalpy of activation for the for-

mation of oxide mediated by the

adsorption of inhibitive species

0a Not

applicable

Not

applicable

0a 0.038 kJ/mol

nI ;j Electrochemical transfer coefficient

for inhibitive species

0.74 Not

applicable

Not

applicable

0.99 0.99

DGads;j Gibbs energy of adsorption 10b 10b 10b 10b )1.84 kJ/mol

a The value of 0 indicates that the temperature dependence of the Gibbs energy of activation is insignificant.
bDefault value, not adjusted using experimental data.
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(a) Alloys in contact with chlorides as the most common and practically important

aggressive species.

(b) Alloys in contact with chlorides and bromides, which exemplify a mixture of two

aggressive ions. In this case, repassivation potential is expected to increase grad-

ually as a less aggressive species is substituted for a more aggressive species.

(c) Alloys in contact with chlorides and selected non-aggressive anions, including ace-
tates, nitrates and sulfates. In this case, the mildly inhibitive species act to dilute

the aggressive species. The repassivation potential is expected to increase slightly

with increasing concentration of the inhibitive species, but when the inhibitor con-

centration reaches a high value such that there is essentially a very small concen-

tration of the aggressive species, the repassivation potential rises steeply. In the

case of solutions with a strong inhibitor, the repassivation potential rises steeply

at a much smaller concentration of the inhibitor species than in the previous case.

(d) Alloys in contact with solutions containing three different anions.

For these four cases, the model predictions are compared to repassivation

potentials generated as part of the current study. An important test of the model is to

predict the behavior of a system made up from a combination of aggressive, weakly

inhibitive, and strongly inhibitive species. The focus is essentially on Fe–Ni–Cr–Mo

alloys, although a previous paper also discusses applications to aluminum [24].

4.1. Effect of chloride complexes on repassivation potential

A simplifying, but by no means necessary, assumption of the model is that only

the free chlorides (or other aggressive species) affect the repassivation potential. The

chloride complexes are assumed not to affect the repassivation potential. Relaxing

this assumption would entail a more detailed consideration of the effect of all

chloride-containing species in solution. The validity of this assumption was exam-
ined by the measurement of repassivation potentials in NaCl+Cd(ClO4)2,

NaCl +CdCl2, and NaCl+CdSO4 mixtures. In the case of chloride + perchlorate

and chloride+ sulfate mixtures, the cadmium perchlorate essentially dissociates

completely and the Cd2þ ions complex with the chloride, thus reducing the free

chloride concentration. An increase in repassivation potential was observed for type

316 L stainless steel as a function of perchlorate and sulfate. However, the mildly

inhibiting effect of the anions, perchlorate and sulfate, confounded the effect of

chloride complexation. Thus, mixtures of NaCl +CdCl2, where the concentration of
free chloride was maintained constant, were studied. The results, shown in Table 3,

indicate that the repassivation potential is independent of the concentration of

chloride complexes within the range of uncertainty in the measurement. The free

chloride concentration is the important determinant of repassivation potential.

4.2. Chloride solutions

Figs. 4–6 show the calculated and experimental repassivation potentials for type

316 L stainless steel, alloy 825 and alloy C-22, respectively, in chloride solutions at
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Fig. 4. Calculated and experimental repassivation potentials for type 316 L stainless steel at 23 and 95 �C
as a function of chloride ion activity.

Table 3

Effect of cadmium chloride complexes and free chloride on crevice repassivation potential of alloy

254SMO at 50 �C

NaCl, M CdCl2, M Calculated species concentrations, M Ercrev, V vs. SCE

with Std. dev.Cl� CdClþ CdCl2 CdCl�3 CdCl2�4

0 0.4 0.181 0.13 0.237 3· 10�3 1.1· 10�4 )0.042± 0.0185

0.09 0.2 0.177 0.064 0.121 1.5 · 10�3 5.4· 10�5 )0.050± 0.0231

0.17 0.02 0.178 0.006 0.012 1.5 · 10�4 5.5· 10�6 )0.071± 0.0382

The calculated species concentrations were obtained from the model described in Appendix A.
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Fig. 5. Calculated and experimental repassivation potentials for alloy 825 at temperatures varying from 30

to 95 �C as a function of chloride ion activity.
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various temperatures. In Figs. 4–6, the chloride activity was calculated for various

molalities of NaCl using the thermodynamic model described in Appendix B. As

shown in these figures, the slope of the repassivation potential changes as a function

of chloride activity. This is a general phenomenon for alloys. However, the transition

between the low-slope and high-slope segments of the curves strongly depends on the

alloy and temperature. For less corrosion-resistant alloys such as type 304 L stainless
steel, the transition may occur at very low chloride concentrations and only a single

logarithmic slope is generally reported. The low-slope portion of the curve at higher

chloride activities is determined by the parameters that represent the dissolution of

the metal through the formation of metal–chloride complexes (i.e., Dg 6¼A;Cl and nCl).

The steeper portion at lower chloride concentrations is additionally determined by

the parameters that represent the formation of the oxide through a reaction with

water molecules (i.e., Dg 6¼I;H2O
and nH2O

). The slope of this segment increases with an

increase in the parameter nH2O
. Table 2 lists the values of these parameters for type

316 L stainless steel. Using these parameters, the model represents the data essen-

tially within experimental uncertainty. In Fig. 5, there are two experimental points at

the lowest chloride concentrations and high potentials that do not lie on the cal-

culated curve. It should be noted that these points pertain to transpassive dissolution

of the alloy and not to localized corrosion. Transpassive dissolution, while important

in some applications, is outside the scope of the present model.

For an additional verification of the repassivation potential model, it is of interest

to examine the current density versus potential relationship as the repassivation
potential is approached. As described above, the repassivation potential model has a

limiting character, i.e., it reaches a closed algebraic form as the potential approaches

the repassivation potential. Thus, the predicted current density versus potential

relationship should be in agreement with experimental data in the repassivation

limit. To make a comparison with experimental iðEÞ data, Eqs. (31), (27) and (28)

were used for potentials increasingly deviating from Erp (i.e., for EPErp). For this
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purpose, the kinetic constant k00Cl was recalculated from the scaled activation energy

Dg 6¼A;Cl using Eq. (33) on the assumption that the repassivation potential is measured

at the value of the current irp ¼ 10�2 A/m2. Similarly, the constant l00H2O
was recal-

culated from the Dg 6¼I;H2O
parameter using Eq. (34), the irp value and the value of the

passive current density ip obtained from the previously developed general corrosion

model [15]. A comparison with experimental data is shown in Fig. 7 for type 316 L

stainless steel in contact with selected chloride solutions. In this figure, the experi-
mental points correspond to reverse CPP scans, which were also used to determine

the repassivation potential. It should be noted that the experimental i vs. E rela-

tionships were not used to calibrate the parameters of the model. As shown in Fig. 7,

the model correctly predicts the limiting iðEÞ slopes as the potential approaches Erp

and the current density approaches irp ¼ 10�2 A/m2. At potentials substantially

above Erp, the predicted curves increasingly deviate from the data, which is expected

in view of the limiting character of the model.
4.3. Mixtures of aggressive ions

After calibrating the model for chloride systems, the repassivation potentials were

calculated for solutions containing two aggressive ions, i.e., chlorides and bromides.
The results of calculations are shown in Fig. 8, which illustrates the variation in the

repassivation potential as the relative amounts of chlorides and bromides are

changed while keeping the total concentration of anions equal to 0.42 M. Bromide is

generally not as aggressive as chloride in inducing localized corrosion. Therefore, the

small increase in repassivation potential as one moves from a pure chloride solution

to a pure bromide solution is understandable. The model needs to be calibrated only
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for pure aggressive ions, i.e., separately for chloride and bromide solutions.

The relevant parameters are included in Table 2. Then, the model predicts the re-

passivation potentials in mixed systems within experimental uncertainty as shown in

Fig. 8.
4.4. Mixtures of aggressive and non-aggressive ions

Repassivation potentials cannot be defined in solutions containing only non-

aggressive ions because such ions do not induce localized corrosion. Therefore, the
influence of non-aggressive ions on Erp can be studied only in conjunction with

aggressive ions. The effect of a non-aggressive anion X is determined by the

parameters that represent the contribution of this anion to the formation of the

oxide (i.e., Dg 6¼I;X and nX ). In the case of strongly inhibitive anions (such as nitrates),

the Dg 6¼I ;X parameter is negative or weakly positive, which corresponds to an appre-

ciable value of the kinetic constant l00X . In the case of weakly inhibitive ions, Dg 6¼I;X is

strongly positive and l00X is small. In the extreme case of electrochemically inactive

ions, l00X is equal to zero and such ions can be regarded as diluents.
Fig. 9 shows the application of the model to systems containing chlorides as

aggressive ions and acetates as weakly inhibitive ions. In this case, the repassivation

potential rises steeply close to the pure acetate limit. The model accurately represents

this behavior. For pure acetate ions, the experimental point corresponds to trans-

passive dissolution rather than localized corrosion. Since the values calculated from

the Erp model reflect localized corrosion, they tend to infinity as the pure acetate limit

is approached.

The combined effect of nitrate and chloride ions is shown in Fig. 10 for three levels
of chloride concentrations. The presence of nitrates causes a steep increase in the

repassivation potential at a certain nitrate concentration. This is a manifestation of

the inhibitive properties of nitrate ions. The threshold concentration depends on the
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concentration of chloride ions. This behavior is quantitatively reproduced by the

model as shown in Fig. 10. The model parameters for nitrate ions are included in

Table 2. It has been shown that for a given chloride concentration, the concentration

of nitrate needed to inhibit localized corrosion depends on the Cr and Mo concen-

trations of the alloy. This may arise out of the dependence of Dg 6¼I;NO�
3
on the alloy

chemistry and will be considered in a future study.

To verify the model for multicomponent solutions, tests were made for a mixed

system containing chlorides, nitrates and acetates. It should be noted that the

multicomponent data were not used to calibrate the parameters of the model. Thus,
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the multicomponent system provides a stringent test of the model. As shown in Fig.

11, the repassivation potentials in this system are accurately predicted. The experi-

mental points shown in Fig. 11 were not used to fit any parameters. The weakly

inhibitive acetate ions shift the repassivation potential towards higher values. In view

of the model, this is primarily due to the displacement of the chloride ions by acetate

ions in a competitive adsorption process.
Finally, Fig. 12 shows the repassivation potentials obtained for type 254SMO

stainless steel at 323.15 K as a function of chloride ion activity for several concen-
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Fig. 11. Calculated and experimental repassivation potentials for type 316 L stainless steel in solutions

containing chloride, nitrate and acetate ions as a function of nitrate ion activity for systems with chloride

concentrations fixed at 0.42 M and acetate concentrations equal to either 0 or 1.344 M.
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Fig. 12. Calculated and experimental repassivation potentials for alloy 254SMO at 50 �C as a function of

chloride activity for several activities of sulfates.
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trations of sulfate ions. It should be noted that the experimental data for this system

were obtained in both non-complexing (NaCl) and complexing (CdCl2) solutions.

However, they fall on the same curve when plotted against the activity of free

chloride ions. It is noteworthy that sulfate, which acts as a relatively weak inhibitor,

affects primarily the high-slope (low-chloride) branch of the repassivation potential

curve. This is understandable because the sulfate ions can effectively ‘‘compete’’
against chloride ions only when the chloride activity is relatively low. As the activity

of sulfate increases, the steep low-chloride branch of the curve is shifted to sub-

stantially higher potentials. The model quantitatively reproduces this behavior by

taking into account the effect of sulfate ions on the formation of a passivating oxide

(cf. Eq. (28)).
5. Summary

A model based on competitive reactions of various species leading to the for-

mation of oxide within a metal salt film has been successfully used for predicting the

localized corrosion repassivation potential for a number of Fe–Ni–Cr–Mo alloy–
environment systems. The calculated and experimental values agree closely. Specif-

ically, the model successfully predicts that

• In solutions containing two aggressive species (e.g., chloride and bromide), the re-

passivation potential will increase gradually with the substitution of the more

aggressive with the less aggressive species.

• In solutions containing an aggressive species and a weakly inhibitive or a diluting

species (e.g., chloride and acetate), the repassivation potential will increase slowly
with the addition of the inhibitive species up to the point where the inhibitive spe-

cies predominates in the solution.

• In solutions containing an aggressive and a strongly inhibitive species (e.g., chlo-

ride and nitrate), the repassivation potential will rise to high values at relatively

low concentrations of the inhibitor, the break-off point depending on the concen-

trations of both the aggressive and inhibitive species.

• In ternary solutions where a weak inhibitor is added to a binary mixture of an

aggressive species and strong inhibitor (e.g., chloride, acetate, and nitrate), the
concentration of the strong inhibitor required to raise the repassivation potential

to high values is less than in the binary mixture.

• For a number of corrosion resistant alloys, the repassivation potential has a com-

plex dependence on the logarithm of chloride concentration, with a steep increase

at low concentrations. This is predicted by the model by considering a reaction

between the metal surface and water at low chloride concentrations.

The advantage of the model is that it needs a small set of experimental data to
predict the localized corrosion behavior in a large set of environments. The model

has been implemented in software that can be used as a convenient tool for analyzing

the effect of environmental variables on localized corrosion. Plant validation of the
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model has been initiated using a multielectrode array sensor (MAS) probe. The

preliminary results from the MAS probe are consistent with prior plant experience

and expectation based on the repassivation potentials. Plant testing will be continued

to confirm the validity of the model. In addition, correlations of the repassivation

potential with temperature and alloy composition are being established and will be

reported in a future paper.
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Appendix A. Special cases of the repassivation potential model

If only one aggressive species (e.g., Cl�) is present in the solution, Eq. (40) sim-

plifies to
1þ irp
ip

�
� 1

�
l00H2O

irp
exp

nH2O
FErp

RT

� �
¼ k00Cl

irp
hnCl

Cl exp
aClFErp

RT

� �
ðA:1Þ
where aCl is assumed to be equal to 1. Thus, the system is characterized by two

parameters that are specific to water–metal interactions (i.e., l00H2O
and nH2O

) and two

parameters that are specific to chloride–metal interactions (i.e., k00Cl and nCl). The irp
and ip parameters are universal for a given metal and denote the current density at

which the repassivation potential is measured (typically 10�2 A/m2) and the passive

current density, respectively. If an additional aggressive species (e.g., Br�) is present,

the right-hand side of Eq. (A.1) is extended to include another term, i.e.,
1þ irp
ip

�
� 1

�
l00H2O

irp
exp

nH2O
FErp

RT

� �

¼ k00Cl

irp
hnCl

Cl exp
aClFErp

RT

� �
þ k00Br

irp
hnBr

Br exp
aBrFErp

RT

� �
ðA:2Þ
Thus, the additional parameters are k00Br and nBr. If an inhibitive species (e.g., NO�
3 ) is

present in the system rather than an additional aggressive species, the effect of the

inhibitor is included on the left-hand side of Eq. (B.1), i.e.,
1þ irp
ip

�
� 1

�
l00H2O

irp
exp

nH2O
FErp

RT

� �
þ irp

ip

�
� 1

�
l00NO3

irp
hnNO3

NO3
exp

nNO3
FErp

RT

� �

¼ k00Cl

irp
hnCl

Cl exp
aClFErp

RT

� �
ðA:3Þ
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where nNO3
is assumed to be equal to 1. Then, the nitrate-specific parameters are l00NO3

and nNO3
.

Appendix B. Thermodynamic model

A thermodynamic model for calculating speciation, phase and chemical equilibria

in aqueous solutions has been described in detail by Zemaitis et al. [25] and Rafal

et al. [26]. Here, we briefly describe the essential features of the model.
For a comprehensive representation of the properties of aqueous systems, it is

essential to take into account all possible species that may exist in the system. Thus,

the model enumerates various aqueous, solid and vapor species. The aqueous species

may include simple ions, ion pairs, hydrolyzed forms, metal–ligand complexes and

non-electrolyte solutes. The solid species include various salts in hydrated or anhy-

drous forms. For example, a relatively simple aqueous solution that results from the

dissolution of CdCl2 in water contains the following species:

(a) Simple ions: Cd2þ, Cl�, Hþ and OH�.

(b) Complex species resulting from the hydration of metal ions: Cd(OH)þ,

Cd(OH)2ðaqÞ, Cd(OH)�3 and Cd(OH)2�4 .

(c) Chloride complexes: CdClþ, CdCl2ðaqÞ, CdCl�3 and CdCl2�4 .

(d) Neutral molecules: H2O and HClðaqÞ.

(e) Solid species: CdCl2ðsÞ, CdCl2 ÆH2OðsÞ, CdCl2 Æ 2.5H2OðsÞ and Cd(OH)2ðsÞ.

For any chemical reaction between species Ai (i ¼ 1; . . . ; n), i.e.,
X
i

miAi ¼ 0 ðB:1Þ
the chemical equilibrium constant, K, is related to the standard-state properties of

individual species:
�RT lnK ¼
X
i

miG
0

i ðB:2Þ
where G
0

i is the standard-state Gibbs energy. At equilibrium, the constant K is re-
lated to the molalities mi and activity coefficients ci of individual species by
K ¼
Y
i

ðmiciÞ
mi ðB:3Þ
Speciation and phase equilibria in multicomponent systems can be computed by

solving the equilibrium equations (B.2) and (B.3) for all relevant reactions in con-

junction with mass balance and electroneutrality conditions. Thus, a multicompo-

nent system can be fully characterized if the standard-state properties of all species
and the solution non-ideality (as exemplified by the activity coefficients of the spe-

cies) are known. For this purpose, models are necessary to compute the standard-

state Gibbs energies as functions of temperature and pressure (i.e., G
0

i ðT ; P Þ) and the



1610 A. Anderko et al. / Corrosion Science 46 (2004) 1583–1612
activity coefficients as functions of the composition vector m and temperature (i.e.,

ciðm; T Þ).
The key to representing the standard-state properties over substantial tempera-

ture and pressure ranges is the accurate knowledge of the heat capacity and volume.

For this purpose, the Helgeson–Kirkham–Flowers–Tanger [27] equation of state is

used. This equation accurately represents the standard-state thermodynamic func-
tions for aqueous, ionic or neutral, species as functions of both temperature and

pressure. In its revised form [27], the HKFT equation is capable of reproducing the

standard-state properties up to 1000 �C and 5 kbar.

If the HKFT equation parameters are not available from the regression of

experimental data, they can be estimated. For this purpose, Shock and Helgeson

[28,29] presented correlations for most solution species except for complexes. Sver-

jensky [30] developed an estimation method for several classes of complexes. In

addition to the HKFT equation parameters, these methods make it possible to
predict the reference-state enthalpy and entropy if the reference-state Gibbs energy is

known. These and other estimation techniques have been reviewed in detail by Rafal

et al. [26].

The activity coefficient model used for representing the solution non-ideality is an

extended form of an expression developed by Bromley [31]. The Bromley equation is

a combination of the Debye–H€uckel term for long-range electrostatic interactions

and a semi-empirical expression for short-range interactions between cations and

anions. In a multicomponent system, the activity coefficient of an ion i is given by
log ci ¼
�Az2i I

1=2

1þ I1=2
þ
XN
j

jzij þ jzjj
2

� �2 ð0:06þ 0:6BijÞjzizjj

1þ 1:5

jzizjj
I

� �2
þBij þCijI þDijI2

2
6664

3
7775mj

ðB:4Þ
where A is the Debye–H€uckel coefficient, which depends on temperature and solvent

properties, zi is the number of charges on ion i, I is the ionic strength (i.e.,

I ¼ 0:5
P

z2i mi), N is the number of ions with charges opposite to that of ion i, and
Bij, Cij and Dij are empirical, temperature-dependent cation–anion interaction

parameters. Bromley’s [31] original formulation contains only one interaction
parameter, Bij, which is sufficient for systems with moderate ionic strength. For

concentrated systems, the two additional coefficients Cij and Dij usually become

necessary. The three-parameter form of the Bromley model is capable of reproducing

activity coefficients in solutions with ionic strength up to 30 mol/kg. The temperature

dependence of the Bij, Cij and Dij parameters is usually expressed using a simple

quadratic function.

The Bromley model is restricted to interactions between cations and anions. For

ion–molecule and molecule–molecule interactions, the well-known model of Pitzer
[32] is used. To calculate the fugacities of components in the gas phase, the Redlich–

Kwong–Soave [33] equation of state is used. In the absence of sufficient experimental

data, reasonable predictions can be made using a method due to Meissner [34], which
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makes it possible to extrapolate activity coefficients to higher ionic strengths based

on only a single, experimental or predicted, data point.

Once the speciation of the solution is obtained from the thermodynamic model,

transport properties are calculated from separate models. In particular, diffusivity of

species is computed from the model of Anderko and Lencka [35] and viscosity is

obtained from the model of Lencka et al. [36].
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