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ABSTRACT

A comprehensive model has been developed for simulating
the rates of general corrosion of selected metals in aqueous
solutions. The model consists of a thermophysical and an
electrochemical module. The thermophysical module is used
to calculate the speciation of aqueous solutions and to obtain
concentrations, activities, and transport properties of indi-
vidual species. The electrochemical module simulates partial
oxidation and reduction processes on the surface of the
metal. It is capable of reproducing the active-passive transi-
tion and the effect of solution species on passivity. The model
has been implemented in a program that can be used to
simulate the effects of conditions such as temperature, pres-
sure, pH, component concentrations, and flow velocity on
corrosion rates. Application examples are presented for
carbon steel in aerated systems in the presence of selected
inorganic inhibitors. Good agreement with experimental data
was obtained.

KEY WORDS: carbon steel, electrochemical kinetics,
inhibitors, modeling, prediction, thermodynamics

INTRODUCTION

Rates of general corrosion in aqueous environments
depend on a multitude of factors such as the chemis-
try of the aqueous solution, concentrations of compo-
nents, temperature, presence of nonaqueous phases,
hydrodynamic conditions, and metallurgical factors.
Therefore, it is desirable to rationalize and predict

the effects of these factors using computational mod-
els. For selected systems, models for calculating
rates of corrosion have been developed by various in-
vestigators in the form of semi-empirical correlations,
electrochemical models, or expert systems.1–11 In this
work, a model is presented that is capable of taking
into account the chemistry of the investigated sys-
tems in a comprehensive way. The model is designed
to provide a realistic representation of chemical
equilibria and thermophysical properties in the bulk
solution and, at the same time, to account for the
phenomena at the metal-solution interface. To
achieve this, the model should satisfy the following
requirements:

—Utilize a comprehensive thermodynamic model
to compute the speciation and activities of species in
the aqueous solution;

—Utilize models for calculating transport proper-
ties, which are necessary to predict mass-transfer
effects;

—Represent the partial cathodic and anodic
processes on the metal surface;

—Reproduce the active-passive transition and
the effect of active ions on passivity;

—Reproduce experimental corrosion rates using
parameters calibrated on the basis of a limited
amount of data; and

—Be implemented in an easy-to-use program.
In previous studies, a preliminary version of this

model was applied to calculate the rates of corrosion
in concentrated bromide brines and carbon dioxide/
hydrogen sulfide (CO2/H2S) systems.12-13 In this
study, it was applied to simulate the corrosion rates
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of carbon steel in aerated aqueous systems in the
presence of inhibitors.

THERMOPHYSICAL MODULE

The starting point for corrosion analysis is the
computation of speciation in the investigated system.
For this purpose, a thermodynamic model of electro-
lyte systems is used. This model combines informa-
tion about standard-state properties of all species of
interest with a formulation for the excess Gibbs
energy, which accounts for solution nonideality. The
model has been described in detail by Zemaitis,
et al.,14 and Rafal, et al.15 Here, its essential elements
are summarized in Appendix A.

The thermodynamic model is used to predict the
concentrations and activities of ionic and neutral
species in multicomponent systems that may contain
an aqueous phase, any number of solid phases, and,
if necessary, a vapor and a nonaqueous liquid phase.
Activities of individual species are further used in the
electrochemical model. After completing speciation
calculations, the thermophysical module computes
several properties of the solution including pH, den-
sity, electrical conductivity, viscosity, and diffusivity.

ELECTROCHEMICAL MODULE

The electrochemical model takes into account
reactions on the surface of the metal and transport
processes for the species that participate in the reac-
tions. The model includes passivation phenomena,
which may be influenced by pH and the presence of
inhibitors. Further, the model combines the partial
processes to compute corrosion rates in the frame-
work of the mixed potential theory.

Anodic Reactions
The mechanism of dissolution of iron has been

investigated extensively in acidic solutions.16 While
several variations of this mechanism have been pro-
posed, the dependence of the dissolution rate on the
activity of hydroxide ions is generally accepted. The
mechanism proposed by Bockris, et al.:17

 Fe OH FeOH eads+ → +− −  (1)

 FeOH FeOH eads ads→ ++ −   (rate - determining)  (2)

 FeOH Fe OHads
+ + −→ +2  (3)

predicts that the reaction order with respect to the
hydroxide ion is 1, which has been verified experi-
mentally for acidic solutions.17 Additionally, the cur-
rent density for iron dissolution has been found to
depend on the activity of water.18 The mechanism of
Bockris, et al.,17 also predicts that the anodic trans-

fer coefficient is equal to 1.5. Thus, the current den-
sity for iron dissolution is given by:
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where i0Fe is the exchange current density, αFe = 1.5,
R is the gas constant, T is temperature, and E0 is the
reversible potential of iron dissolution. In addition to
the dependence of the exchange current density on
the activity of hydroxide ions, there is ample experi-
mental evidence of a dependence on the activity of
water.18 Therefore, the exchange current density for
acidic solutions can be expressed as:

 i i a aFe Fe OH H O
c0

2
= −

*  (5)

where a denotes activities and c is a reaction order
with respect to the activity of water and is equal
to 1.6.18

Although the reaction order with respect to hy-
droxide ions is valid for acidic solutions, it has been
found that iron dissolution proceeds with little influ-
ence of pH for solutions with pH > ≈ 4. Bockris, et al.,
explained this phenomenon by assuming a certain
nonzero reaction order with respect to ferrous ions
and considering the hydrolysis of the ferrous ions
that result from the dissolution.17 Alternatively, the
change in the reaction order with respect to hydrox-
ide ions can be reproduced by assuming that the ex-
change current density is proportional to the surface
coverage by hydroxide ions. This assumption is con-
sistent with the reaction mechanism (Equation [1]).
Therefore, Equation (5) is proposed to be modified as:

 i i aFe Fe OH H O
c0

2
= −

* θ  (6)

It was assumed further that �OH can be expressed
using the Langmuir adsorption model. Then, Equa-
tion (6) can be rewritten as:

 i i
a

K a
aFe Fe

OH

OH OH

H O
c0

1 2
=

+
−

− −

*
 (7)

It should be noted that Equation (7) reduces to Equa-
tion (5) for low activities of hydroxide (i.e., for acidic
solutions). For higher concentrations of hydroxide
ions, the reaction order with respect to hydroxide
becomes zero.

The reversible potential is calculated from the
Nernst equation and depends on the activity of
ferrous ions. Additionally, a relationship is utilized
that exists between the reversible potential and the
exchange current density for anodic dissolution:3,19
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Equation (8) is applicable in the active range of iron
dissolution. It makes it possible to compute the
exchange current density for any concentration of
ferrous ions once it is established for a given ferrous
concentration. Thus, the anodic current density can
be calculated from a combination of Equations (4),
(7), and (8).

The proposed model for the anodic dissolution of
iron represents a balance between physical realism
and mathematical simplicity. The requirement of
mathematical simplicity is important because the
model contains parameters that have to be calibrated
on the basis of limited experimental data. Thus, it is
important to limit the number of model parameters.
More accurate, detailed models that have been devel-
oped on the basis of impedance results necessarily
contain a large number of parameters.20 The simpli-
fied model proposed in this paper captures the
essential characteristics of iron dissolution (in par-
ticular, the reaction orders with respect to hydroxide
ions and water and their change with pH) and, there-
fore, is sufficient for developing a semi-empirical
computational system.

Cathodic Reactions
In general, cathodic processes may be caused by

the reduction of hydrogen ions or water molecules
unless additional reducible species (such as oxygen)
are present in the solution. In acidic solutions, the
reduction of hydrogen is the dominant cathodic reac-
tion:

 H e H+ −+ → 0 5 2.   (9)

It is generally accepted that the hydrogen reduction
reaction may proceed under activation or mass-
transfer control.21 According to basic electrochemical
kinetics, the current density for hydrogen reduction
can be written as:21

 
1 1 1

i i i
H H a H

+ + +

= +
, ,lim

 (10)

where iH+,a and iH+,lim are the activation and limiting
current densities, respectively. The activation current
density for proton reduction is:
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where αH = 0.517 and EH
0 is calculated from the Nernst

equation using the previously calculated activities of

hydrogen ions and elemental hydrogen. To calculate
the exchange current density, an expression is intro-
duced that relates the exchange current density to
the activities of protons and water molecules:

 i i a a
H H H H O+ + +=0 0 5 1 4

2

* . .  (12)

In Equation (12), the reaction orders with respect to
the activities of hydrogen and H2O have been ob-
tained from the studies of Bockris, et al.,17 and deter-
mined from experimental data,18 respectively.

The limiting current density in Equation (10) re-
sults from diffusion-limited transport of protons to
the metal surface and can be calculated as:

 i k Fa
H m H+ +=

,lim  (13)

where km is the mass-transfer coefficient. The value
of km can be calculated if the flow regime, diffusion
coefficient of hydrogen ions, and solution viscosity
are known. Formulas for the computation of km are
discussed in Appendix B.

As the pH of a solution increases, the importance
of the proton reduction reaction rapidly decreases. In
neutral and alkaline solutions, the predominant re-
action is the reduction of water molecules:

 H O e H OH2 20 5+ → +− −.   (14)

Unlike the reduction of protons, the water reduction
does not exhibit a limiting current density because
there are no diffusion limitations for the transport of
H2O molecules to the surface. Thus, the current den-
sity can be expressed as:
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As in the case of proton reduction, αH2O = 0.5. The
reversible potential in Equation (15) is the same as in
Equation (11) because the reduction of water is ther-
modynamically equivalent to the reduction of protons.
The reaction order with respect to water activity can
be assumed to be the same as that for proton reduc-
tion. Thus, the exchange current density is given by:

 i i a aH O H O H H O2 2 2

0 0 5 1 4= −* . .  (16)

In the presence of oxygen, the reduction of dissolved
O2 becomes an important cathodic reaction:

 O H e H O2 24 4 2+ + →+ −  (17)

The oxygen reduction process is subject to mass-
transfer limitations because of the diffusion of dis-
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solved oxygen molecules. Thus, the expression for
the current density for oxygen reduction is analogous
to that for hydrogen reduction:

 
1 1 1
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 (18)
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 i k FaO m O2 2
4,lim =  (20)

Since the reversible potential of oxygen reduction is
significantly higher than that of the remaining reac-
tions, the reaction proceeds predominantly under
mass-transfer control, and the contribution of Equa-
tion (20) is more significant than that of Equation
(19). The reversible potential is calculated from the
Nernst equation using the thermodynamic properties
obtained from the thermodynamic model (Appendix
A), and the mass-transfer coefficient is computed as
described in Appendix B.

In addition to the reduction of protons, water,
and oxygen molecules, the model takes into account
the reduction of other solutes that may have oxidiz-
ing properties. In particular, the model will be ap-
plied in this study to simulate the effect of chromate
and nitrite inhibitors. These inhibitors undergo re-
duction reactions on the metal surface:

 CrO H e Cr OH H O4
2

3 25 3− + −+ + → ( ) +  (21)

 NO x H xe
x

N O
x

H Ox2 21
1 1

2
− + −+ +( ) + → 



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+ +



  (22)

The expressions for the current density of these
reactions have been assumed to be analogous to
Equations (18) through (20). That is, the activation
contribution to the current density is proportional
to the activity of the oxidizing ions, and the mass-
transfer limitation is taken into account. The model
also incorporates a reaction of water oxidation (i.e.,
the reverse of Reaction [17]). This reaction becomes
significant only at very high values of the potential
and, therefore, does not contribute to ordinary
corrosion processes.

For all partial processes, the concentration-
independent part of the exchange current density (i*)
is assumed to be temperature-dependent by intro-
ducing a nonzero enthalpy of activation:
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Kinetics of the partial anodic and cathodic reactions
are influenced by the adsorption of solution species
(e.g., halide ions) on the surface. In particular, ad-
sorption in concentrated halide solutions may lead
to a change in dissolution mechanism and halide-
accelerated dissolution. A method for incorporating
adsorption phenomena into the electrochemical
model has been described in a previous study13 and
will not be discussed here.

Active-Passive Transition
To introduce the active-passive transition into

the electrochemical model, a method was used that
was originally proposed by Ebersbach, et al.22

According to this approach, the current that leads
to the formation of a passive layer is considered
separately from the current that leads to active dis-
solution. At any instant, a certain fraction of the sur-
face θp is assumed to be covered by the passive layer.
The change of the passive layer coverage fraction
with time can be expressed as:

 
∂
∂



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= −( ) −θ θ θP

E a
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ci K
i,

2 1  (24)

where i2 is the current density that contributes to the
formation of a passive layer. The second term on the
right-hand side of Equation (24) represents the rate
of dissolution of the passive layer, which is propor-
tional to the coverage fraction. The parameters c and
K are proportionality constants. The total current
density is expressed as:

 i i iFe TOT Fe P, = ′ +( ) −( )2 1 θ  (25)

where i′Fe is the current density for active dissolution
of iron. Equation (25) can be solved with respect to
θp, and the result can be substituted into Equation
(24). In the stationary state (t → ∞), the total anodic
current becomes:
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In Equation (26), the ratio c/K constitutes the pas-
sive current density. The current density i2 can be
represented by the usual expression for processes
under activation control:

 i i
F E E

RT
F

2 2
0 2=

−( )





exp

α
 (27)

Thus, in addition to the passive current density, the
model of the active-passive transition is character-
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ized by two parameters, i20 and α2. These parameters
are determined based on observable characteristics
of the active-passive transition such as the Flade
potential and the critical current density.21,23-26

At present, the model does not take into account
the effects of formation of corrosion products such as
iron hydroxide gels or other products with ill-defined
structure.

Effect of Solution Chemistry on Passivity
In the absence of active ions, the passive current

density depends primarily on the pH of the solu-
tion.21 Halide and other active ions cause the break-
down of passive films, which manifests itself in an
increase in the passive current in addition to the on-
set of localized corrosion. However, corrosion inhibi-
tors such as molybdates or chromates may repair
passive films, thus reducing the passive current den-
sity. In this study, only the effect of solution species
on the magnitude of the passive current density was
examined, not localized corrosion.

As shown by Vetter, the pH dependence of the
corrosion current density in the passive state is
determined by a reaction between oxygen ions in the
passive oxide layer and protons from the solution.21

In acidic solution, this dissolution reaction can be
written as:

 ≡ ( ) + = ( )+ +FeO OH sH Fe OHa b g
t

 (28)

where the symbol “≡” denotes the solid substrate and
the formula ≡FeOa(OH)b represents the stoichiometry
of the hydrated oxide in the passive layer. In general,
the hydrated oxide is subject to compositional varia-
tions and the stoichiometry of Reaction (28) may
vary. Reaction (28) leads to a negative linear depen-
dence of the logarithm of the passive current density
on pH, which is in agreement with experimental data
in acidic solutions.27 For neutral and alkaline solu-
tions, Reaction (28) can be modified as:

 ≡ ( ) + = ( )FeO OH uH O Fe OHa b 2 3
0  (29)

By combining Reactions (28) and (29), an expression
can be written for the passive current density as a
function of proton and water activity:

 i k a k ap H H
s

H O H O
u= ++ 2 2

 (30)

Equation (30) predicts a linear pH dependence of
log(iP) in acidic solutions and a pH-independent value
for nearly neutral or alkaline solutions. This behavior
agrees with experimental results, which show negative
linearity to pH ≈ 4 and pH independence thereafter.

To analyze the effect of active ions on the passive
current density, an approach was used that has been

developed for studying the chemical dissolution
kinetics of oxides in aqueous media.28 In this work,
this approach was adapted to the dissolution of pas-
sive layers. To develop a mathematical relationship
between the activities of aggressive or inhibitive ions
and the passive current density, surface reactions
between the passive oxide layer and the i-th ion from
the solution were considered:

 ≡ + = ≡ ( ) + −FeO OH c X FeO OH X e OHa b i i di fi ci i  (31)

In Equation (31), the stoichiometry is usually difficult
to define because of the dynamic nature of the system
and may be, in general, fractional. It is reasonable to
assume that Equation (31) is in quasi-equilibrium.28

Therefore, it may be characterized by an equilibrium
constant:
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where the subscript i pertains to the i-th active ion,
Ni is the number of sites per surface unit that are
occupied by complexes containing the i-th active ion,
and N0 is the total number of sites per surface area.
Equation (32) describes a system of equations that
represent surface reactions involving any number
of active species. This system may be solved with
respect to Ni:
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 (33)

The surface reaction (Reaction [33]) is followed by a
dissolution reaction. The surface species that forms
as a result of Reaction (31) may undergo dissolution
reactions that are analogous to Reactions (28) or (29):

 ≡ ( ) + → ( ) ++ +FeO OH X sH Fe OH c Xdi fi ci g
f

i i  (34)

and

 ≡ ( ) + → ( ) +FeO OH X uH O Fe OH c Xdi fi ci i i2 3
0  (35)

On the right-hand side of Equations (34) or (35), the
active anions may further form aqueous complexes
with the hydrolyzed iron cations.

In acidic solutions, the dissolution rate for the
sites occupied by complexes with active ions is given,
according to Equation (34), by:
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† Trade name.

 i k N ap i i i H
s

, = +  (36)

whereas the dissolution rate for the free sites is:

 i k N N ap H k
k

H
s

, –0 0= ′ 



∑ +  (37)

The total current density in the passive state is the
sum of Equations (36) and (37):

 i i ip p
k

p k
= + ∑, ,0  (38)

Analogous expressions can be written for the active
species-assisted dissolution in neutral and alkaline
solutions (Equation [36]). Assuming that the surface
reactions (Equation [31]) are characterized by the
same parameters over the whole pH range, the total
passive current density can be expressed as:
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where li is a composite parameter that contains the
forward dissolution rate constant (ki) and the quasi-
equilibrium constant Ki. In Equation (39), the kH

and kH2O parameters are determined using data for
passive film dissolution in the absence of active
ions.21,24-25,27,29-32 In the case of halide ions or other
species that cause the breakdown of passivity, the
li parameters are numerically greater than the Ki

parameters, which results in a significant increase in
the passive current density. This reflects the fact that
the surface reaction is followed by accelerated disso-
lution. However, inhibitor ions are characterized by
large Ki and small li parameters. Thus, according to
the model, inhibitor ions are envisaged to form sur-
face complexes that block the reaction sites on the
surface of the passive layer. In this case, the surface
reaction is not followed by accelerated dissolution.
Thus, the presence of inhibitor ions counteracts the
effect of halide ions and limits the current density.
In this way, the model simultaneously takes into
account the ions that promote the dissolution of the
passive film (Ki < li) and those that inhibit the disso-
lution (Ki >> li).

Implementation of the Model
Parameters of the electrochemical model have

been determined by utilizing a large number of ex-
perimental polarization and corrosion rate data. In

particular, parameters for the proton reduction,
water reduction, oxygen reduction, and iron oxida-
tion processes were determined from relevant data
on the corrosion of iron and mild steel in various
mineral acids, bases, and saline solutions.33-34 The
parameters that represent the effect of several inhib-
iting ions have been calibrated using polarization
data35-37 or experimental corrosion rate data that
relate the corrosion inhibition to the solution concen-
tration.37 Since the model contains empirical param-
eters obtained from experimental data, the quality of
model predictions depends on the data on which the
parameters are based. This is a common feature of
all semi-empirical models.

Partial electrochemical processes described
above are combined into a total predicted polariza-
tion curve. The corrosion potential is calculated by
applying the mixed-potential theory:

 i ic i a j, ,∑ ∑=  (40)

where ic,i and ia,j denote the i-th cathodic and j-th
anodic process. Once the corrosion potential is
obtained by solving Equation (40), the corrosion
current density also is computed.

The model has been implemented in a Windows†-
based program called the CorrosionAnalyzer†. This
program can be used to calculate general corrosion
rates once temperature, pressure, and overall con-
centrations of aqueous stream components are de-
fined. The program performs calculations in two
steps. It calculates the speciation and thermody-
namic properties (Appendix A). At the end of the spe-
ciation calculations, it also computes the transport
properties that are necessary for modeling mass-
transfer effects. Then, the program uses the previ-
ously obtained speciation and transport properties to
calculate the partial anodic and cathodic processes
that are possible in the system. Finally, the partial
electrochemical processes are combined and the cor-
rosion rate and potential are calculated using the
mixed potential theory.

APPLICATIONS OF THE MODEL

In previous studies, the electrochemical model
was applied to the simulation of corrosion of carbon
steel in CO2/H2S systems12 and concentrated bro-
mide brines.13 In this work, it was applied to study
the effect of various inhibitors on the corrosion rate
of carbon steels in aerated aqueous solutions.

The presence of inhibitors influences the passive
current density as shown by Equation (39). A sub-
stantial decrease in the passive current density may
give rise to passive behavior and a substantial reduc-
tion in corrosion rates. Equation (39) predicts that
the passive current density is a strong function of the
inhibitor concentration. To verify the performance of
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the model, corrosion rates were calculated for carbon
steel in aerated water in the presence of several
inhibitors. Figure 1 shows the dependence of the
calculated corrosion rate on the concentration of
three inhibitors (monobasic phosphate, silicate, and
chromate ions). In all cases, a fairly sharp transition

to passive behavior was observed as the concentra-
tion of the inhibitor exceeded a certain threshold
value. This threshold value was very low for chro-
mates and substantially higher for monobasic phos-
phates and silicates. It is noteworthy that the model
represents the experimental corrosion rates with very
good accuracy.37

To examine how this behavior is reproduced by
the model, Figure 2 shows the calculated current
density vs potential relationships for three concen-
trations of silicate ions (0, 0.0014, and 0.008 m).
Figure 2 includes the partial cathodic and anodic
processes that were taken into account for the analy-
sis. The dominant cathodic process was the reduc-
tion of oxygen. This process, denoted by “B” in the
figure, proceeded under mass-transfer control as
shown by the vertical portion of the oxygen reduction
line. The iron oxidation process exhibited an active-
passive transition, which was strongly influenced
by the presence of inhibitors. Without silicate ions
(Figure 2[a]), the oxygen reduction line intersected
the iron oxidation line in the range of active dissolu-
tion of iron. Correspondingly, the corrosion potential
was low and the corrosion rate was substantial. With
a substantial concentration of silicate ions (Figure
2[c]), the passive current density and critical current
density were substantially reduced. Subsequently,
the oxygen reduction line intersected the iron oxida-
tion line within the passive range. The corrosion po-
tential increased substantially and the corrosion rate
was reduced. For intermediate concentrations of sili-
cate ions (Figure 2[b]), the shape of the predicted iron
oxidation line was such that three mixed potentials
were possible. This resulted in multiple steady
states, and the system oscillated between corrosion
in the active and passive states. This is reflected in
Figure 1 by several vertical portions of the calculated
line, which correspond to the range of predicted cor-
rosion rates for given conditions. Although this be-
havior cannot be unequivocally corroborated, it is
consistent with experimental data in the intermedi-
ate concentration range that corresponds to the
active-passive transition.

After verifying the predictions for inhibitors in
pure aerated water, the model was applied to more
complex systems. Figure 3 shows the dependence of
the corrosion rate of carbon steel in simulated cool-
ing water as a function of pH and the amount of
added nitrate ions. Simulated cooling water contains
small, but not negligible, concentrations of chloride
and sulfate ions, which contribute to the breakdown
of passive films. Thus, the chloride and sulfate ions
counteract the effect of the inhibitor ions. The com-
peting effect of various ions is taken into account by
Equation (39) for the passive current density. As
shown in Figure 3, the corrosion rate is strongly
affected by pH. This was caused by the effect of pH
on the passive current density (Equation [39]) and

(a)

(b)

(c)
FIGURE 1. Effect of monobasic phosphate, silicate, and chromate
ions on the corrosion rate of carbon steel in aerated water at 25°C.
The lines were calculated from the model, and the symbols denote
the data of Pryor and Cohen.38
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the contribution of the proton reduction reaction
(Equation [9]), which becomes significant at lower
pH values. As shown in Figure 3, the effect of pH
and nitrite concentration is accurately reproduced
by the model.

The electrochemical model is particularly suit-
able for studying the effects of mixtures of inhibitors.
This is shown in Figure 4 for the corrosion rate of
carbon steel in simulated cooling water in the pres-
ence of a mixed molybdate + nitrite inhibitor. Param-
eters of the electrochemical model were adjusted
based on limited experimental data for systems with
a single inhibitor.37-38 With such parameters, the
model can be used to make predictions for mixed
systems. As shown in Figure 4, the model correctly
predicted the pH dependence of corrosion rates in
the mixed-inhibitor system.

It is particularly interesting to apply the model
to study the synergism of inhibitors with dissolved
oxygen. Figure 5 shows results of calculations for
carbon steel in simulated cooling water inhibited
with a mixture of sodium nitrite (NaNO2) and sodium
molybdate (Na2MoO4) with varying composition.
The total amount of inhibitor (NaNO2 + Na2MoO4) is
500 mg/L, and the amount of dissolved oxygen is
1, 2.5, or 5 mg/L. The corrosion rate for the system
inhibited with only NaNO2 (i.e., for 0 mg MoO4) did
not depend on the concentration of oxygen. This was
caused by the fact that nitrate ions have oxidizing
properties (Equation [22]) and contribute to increas-
ing the corrosion potential. However, molybdate ions
are not oxidizing and their effect is limited to reduc-
ing the passive current density (Equation [39]). How-
ever, the reduction of the passive current density was
not sufficient, in this case, to achieve passive behav-
ior. Therefore, the corrosion rate of the system inhib-

FIGURE 2. Predicted current density-potential relationships, including
partial anodic and cathodic processes, for carbon steel in aerated
water with: (a) no Na2SiO3, (b) 0.0014 m Na2SiO3, and (c) 0.008 m
Na2SiO3. The partial processes are denoted by A through D, where
A: H2O = 0.5 H2 + OH– – e–, B: O2 + 4H+ = 2H2O – 4e–, C: Fe = Fe2+ +
2e–, and D: 2H2O = O2 + 4H+ + 4e–.

FIGURE 3. Corrosion rates of carbon steel in simulated cooling water
(7 × 10–3 m NaCl, 5.4 × 10–3 m Na2SO4, 6.25 × 10–4 CaCO3, and
6.25 × 10–4 m MgCO3) as a function of pH and the concentration of
added nitrite ions. The lines were obtained from the model, and the
symbols denote the data of Mustafa and Dulal.39

(a)

(b)

(c)
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ited with only molybdate ions (i.e., for 500 mg MoO4)
depends on the concentration of dissolved oxygen.
Dissolved oxygen increased the corrosion potential
so that the passive range was reached. Thus, the
corrosion rate in the presence of molybdate ions was
reduced when the concentration of oxygen was suffi-
ciently high. Figure 5 also illustrates the synergy
between molybdate and nitrite ions for the inhibition

of corrosion of carbon steel. Even with small concen-
trations of dissolved oxygen, the combination of
nitrites and molybdates was sufficient to reduce the
corrosion rate. Experimental data for this system
show substantial scattering.39 However, the predicted
trends are in agreement with the data.

CONCLUSIONS

❖ A mechanistic model was developed for simulating
the rates of general corrosion of selected metals in
aqueous solutions. The model consists of a
thermophysical module that provides comprehensive
speciation calculations and an electrochemical mod-
ule that predicts the partial reduction and oxidation
processes on the surface of the metal. The electro-
chemical module is capable of reproducing the
active-passive transition and the effect of solution
species on passivity. The model was incorporated
into a program that can be used to study the
effect of conditions such as temperature, pressure,
pH, solution composition, or flow velocity on corro-
sion rates.
❖ Model predictions were verified for a number of
systems that included corrosion inhibitors. Also,
the model was validated in previous papers for
CO2/H2S corrosion and systems containing concen-
trated brines.12-13 In all cases, good agreement with
experimental data was obtained. Thus, the model
can be used to predict corrosion rates in multicom-
ponent systems for which experimental data are
not available.
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APPENDIX A—
THERMODYNAMIC FRAMEWORK

In a multicomponent system, the partial molal
Gibbs energy of the i-th species is related to the
molality (mi) by:

 G G RT mi i
o

i i= + ln γ  (A-1)

where G
—

i
0 is the standard-state partial Gibbs energy

and �i is the activity coefficient. Thus, the thermo-
dynamic properties of the system can be calculated
if the standard-state Gibbs energies are available
for all species as functions of temperature and pres-
sure (i.e., G

—
i
0 [T,P]), and the activity coefficients are

known as functions of the composition vector (m)
and temperature (i.e., �i[m,T]). From basic thermo-
dynamics, the standard-state Gibbs energy of
formation G

—
i
0 (T,P) can be calculated as a function

of temperature and pressure if the following data
are available:

—Gibbs energy of formation at a reference
temperature and pressure (usually, Tr = 298.15 K
and Pr = 1 bar);

—Enthalpy of formation at Tr and Pr;
—Entropy at Tr and Pr;
—Heat capacity as a function of temperature

and pressure; and
—Volume as a function of temperature and

pressure.
The key to representing the standard-state prop-

erties over substantial temperature and pressure
ranges is the accurate knowledge of the heat capacity
and volume. For this purpose, the Helgeson-
Kirkham-Flowers-Tanger (HKFT) equation of state is
used.40-41 This equation accurately represents the
standard-state thermodynamic functions for aque-
ous, ionic, or neutral species as functions of tem-
perature and pressure. In its revised form,42 the
HKFT equation is capable of reproducing the stan-
dard-state properties up to 1,000°C and 5 kbar.

The HKFT equation is based on the solvation
theory and expresses the standard-state thermody-
namic functions as sums of structural and solvation
contributions, the latter being dependent on the
properties of the solvent (i.e., water). The standard
partial molal volume (V

—0) and heat capacity (C
—

p
0) are

given by:

 

V a
a

P
a

a
P

T
Q

P T

0 1
2

3
4

1 1
1

= +
+

+ +
+







−






− + −





∂
∂







Ψ Ψ

Θ
ω

ε
ω  (A-2)



CORROSION SCIENCE SECTION

212 CORROSION–MARCH 2001

 

C c
c

T

T

T

a P P a
P
P

TX

TY
T

T
T

p

r
r

p p

0
1

2
2 3

3 4

2

2

2

2
1

1

= +
−( )

−
−( )













−( ) + +
+









 +

+ ∂
∂







− −





∂
∂







Θ Θ

Ψ
Ψ

ln ω

ω
ε

ω
 

 (A-3)

where a1, a2, a3, a4, c1, and c2 represent species-
dependent nonsolvation parameters; Tr is the refer-
ence temperature of 298.15 K; Pr is the reference
pressure of 1 bar; Ψ and Θ refer to solvent param-
eters equal to 2,600 bars and 228 K, respectively;
and Q, X, and Y denote the Born functions given by:
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where ε is the dielectric constant of water and ω
stands for the Born coefficient, which is defined for
the j-th aqueous species by:

 ω ω ωj j
abs

j H
absZ≡ − +  (A-7)

In Equation (A-7), Zj is the charge on the j-th aque-
ous species, ωH+

abs refers to the absolute Born coeffi-
cient of the hydrogen ion, and ω j

abs designates the
absolute Born coefficient of the j-th species given by:

 ω j
abs j

e j

N e Z

r

0 2 2

2 ,
 (A-8)

where N0 is the Avogadro number, e is the electron
charge, and re,j denotes the effective electrostatic
radius of the j-th species, which is related to the
crystallographic radius rx,j by:

 r r z k ge j x j j z, ,= + +( )  (A-9)

where kz represents a charge-dependent constant
equal to 0.0 for anions and 0.94 for cations, and
g denotes a generalized function of temperature and
density. Thus, the HKFT equation expresses the heat
capacity and volume as functions of pure water prop-
erties and seven empirical parameters, which have
been tabulated for large numbers of ions, complexes,

and neutral inorganic and organic molecules. The
remaining thermodynamic properties are obtained by
thermodynamic integration using the values of the
Gibbs energy, enthalpy, and entropy at reference
temperature and pressure as integration constants.

If the HKFT equation parameters are not avail-
able from the regression of experimental data, they
can be estimated. For this purpose, Shock and
Helgeson presented correlations for most solution
species except complexes.42-43 Sverjensky developed
an estimation method for several classes of com-
plexes.44 In addition to the HKFT equation param-
eters, these methods make it possible to predict the
reference-state enthalpy and entropy if the reference-
state Gibbs energy is known. These and other esti-
mation techniques have been reviewed in detail by
Rafal, et al.15

The activity coefficient model used for represent-
ing the solution nonideality is an extended form of an
expression developed by Bromley.45 The Bromley
equation is a combination of the Debye-Hückel term
for long-range electrostatic interactions and a semi-
empirical expression for short-range interactions
between cations and anions. In a multicomponent
system, the activity coefficient of an ion i is given by:
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where A is the Debye-Hückel coefficient that depends
on temperature and solvent properties, zi is the num-
ber of charges on ion i, I is the ionic strength (i.e.,
I = 0.5 Σ zi

2mi), NO is the number of ions with charges
opposite to that of ion i, and Bij, Cij, and Dij are em-
pirical, temperature-dependent cation-anion interac-
tion parameters. Bromley’s original formulation
contains only one interaction parameter, Bij, which is
sufficient for systems with moderate ionic strength.45

For concentrated systems, the two additional coeffi-
cients Cij and Dij usually become necessary. The
three-parameter form of the Bromley model is ca-
pable of reproducing activity coefficients in solutions
with ionic strength up to 30 mol/kg. The tempera-
ture dependence of the Bij, Cij, and Dij parameters is
usually expressed using a simple quadratic function.

The Bromley model is restricted to interactions
between cations and anions. For ion-molecule and
molecule-molecule interactions, the well-known
Pitzer model is used.46 To calculate the fugacities of
components in the gas phase, the Redlich-Kwong-
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Soave equation of state is used.47 In the absence of
sufficient experimental data, reasonable predictions
can be made using a method proposed by Meissner,48

which makes it possible to extrapolate the activity
coefficients to higher ionic strengths based on only
a single, experimental, or predicted data point.

APPENDIX B—CALCULATION
OF THE MASS-TRANSFER COEFFICIENT

The mass-transfer coefficient km (Equations [13]
and [20]) can be calculated once the flow geometry is
assumed. For example, for a rotating disk, the equa-
tion of Levich holds:49

 k Dm = −0 62 2 3 1 6 1 2. / / /ν ω  (B-1)

where D is the diffusion coefficient of the species that
undergoes the electrode reaction, � is the kinematic
viscosity, and ω is the rotation velocity. The diffusion
coefficient and viscosity are calculated as functions
of temperature and concentration using the methods
developed by Anderko and Lencka50 and Lencka,
et al.,51 respectively.

For straight pipe and rotating cylinder geometry,
the mass-transfer coefficient can be expressed in
terms of the dimensionless Reynolds (Re) and
Schmidt (Sc) numbers. These numbers are defined
by:

 Re = ν
ν
d

 (B-2)

 Sc
D

= ν
 (B-3)

where ν is the linear velocity and d is the diameter.
For single-phase flow in a straight pipe, the correla-
tion of Berger and Hau can be used:52

 
k d
D

Scm = 0 0165 0 86 0 33. Re . .  (B-4)

For a rotating cylinder, the correlation of Eisenberg,
et al., applies:53

 
k d
D

Scm = 0 0791 0 70 0 356. Re . .  (B-5)
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